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Motivation



Methodology

• A summary is useful if it can facilitate users to complete a task
• 2 dimensions of usefulness: time and correctness
• We design different downstream tasks to represent diverse real-

world applications of summaries：
• Question answering
• Classification
• Similarity assessment

TASK METRIC

Question answering Answerable, EM, F1

Classification EM, F1

Similarity assessment MSE, Spearman’s ρ



Experimental Setting -- Dataset

QA
randomly collect 100 pairs of source articles and 

reference summaries from CNN/DailyMail (Hermann 
et al., 2015; Nallapati et al., 2016).

We then annotate two datasets: QA-ref (QA-pairs 
are written according to the reference summaries) 

and QA-src (QA-pairs are written according to source 
articles).

Classification
randomly sample 100 news 

articles from New York Times 
Annotated Corpus (Sandhaus, 

2008). Each article is paired with 
one or multiple tags.

Similarity Assessment 
we use the SemEval-2022 Task 8 

dataset (Chen et al., 2022) to 
collect 100 pairs of news articles 

with summaries and similarity 
scores.



Experimental Setting –
Models and Details

• Include 8 summarization models: BART, Pegasus, 
Lexrank, Lead-n*, BRIO, T5, T0, GPT3

• To ensure fairness in comparing summaries 
across different systems, we generate summaries
of similar lengths for each task

• Include 20 university students proficient in 
English in the experiment

Length of summaries from different systems in three tasks* We modify the Lead-3 setting and refer to it as the Lead-n model, which selects the first 
several sentences that are closest to the summary length we set.



Experimental Setting –
Platform 

A Web-based Platform for Evaluation
• Offers guidelines for annotators
• Collect experiment data, including 

the answers and completion time 
of each question

• prohibits the utilization of the 
copy-paste/search functionality to 
guarantee impartiality

A screenshot of our platform



Results: Evaluating Summaries’ Usefulness

RQ1: How useful are text summaries compared to source articles?

Summaries compared to source texts in the downstream tasks. The green 
percentages indicate that summaries are more useful compared to the source 
text, i.e. participants take less time or perform better. The red ones indicate 
less useful.

• The use of summaries 
generally reduces the 
completion time.

• Summaries are 
particularly useful in 
classification and 
similarity tasks, with 
higher correctness on 
tasks.



Average ranking of different systems on three different tasks. 
Each ranking is calculated by averaging the rankings over 
extrinsic metrics for the same task

RQ2: Which summarization systems are
more useful?

• Divide the summarization models into 
fine-tuned, zero-shot, and simple 
extractive.

• Fine-tuned models have higher 
consistency in usefulness across different 
tasks, and are less sensitive to differences 
between tasks.

• Zero-shot and simple extractive methods 
exhibit a varying ranking across tasks.



RQ3: What kind of summaries are more useful?
Explore how the inner features of summaries 
influence their usefulness in tasks

Inner properties and their metrics:
• Summary Style (abstractive or extractive): we employ the 

Ext-cvg (Extractive Fragment Coverage) to assess the 
extractiveness of summaries

• Grammaticality: the ratio of grammar errors in the 
summaries

• Sentence length: average number of words per sentence 
of summaries

Findings:
Abstractive summaries tend to be more useful for 
classification and similarity tasks. Grammatically 
correctness and shorter sentences contribute to 
more useful summaries in QA and similarity tasks.

intrinsic features of summaries from different systems

System-level pearson correlation between 
intrinsic features and our extrinsic metrics



Results: Correlation between Metrics

System-level Pearson correlation of our extrinsic metrics

(1) Analyzing the relationships 
between our extrinsic metrics:

• Extrinsic metrics within the same 
task are highly correlated.

• There are only weak to moderate 
correlations among tasks, meaning 
that the tasks involved are diverse, 
reflecting different perspectives of 
usefulness



(2) Evaluating automatic metrics using extrinsic criteria:

• Automatic metrics can well reflect the usefulness of summaries in the QA task, but their correlations 
with extrinsic metrics are generally low for classification and similarity tasks.

Pearson’s r and Kendall’s τ between intrinsic automatic metrics and extrinsic criteria. Significance is indicated by * for p-values less than or equal 
to 0.05 and ** for p-values less than or equal to 0.01



(2) Evaluating automatic metrics using extrinsic criteria:

• According to top-k system analysis, most automatic metrics fail to consistently and reliably quantify 
differences in usefulness between systems.

System-level Pearson correlations between intrinsic automatic metrics and proposed extrinsic metrics on top-k systems



Conclusions

• An extrinsic evaluation framework to assess the usefulness of text summaries with a web-
based platform to facilitate the data collection.

• A new human extrinsic evaluation dataset with 4k annotated articles.

• We find that summaries are generally useful in tasks that require a comprehensive 
understanding of an article. We also explore the connection between the usefulness and 
intrinsic properties of summaries.

• We re-evaluate 14 automatic metrics and discover that most of them fail to reflect the 
extrinsic metrics in classification and similarity tasks.
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